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1 Introduction

The minimization problem for finite automata is well studied in the literature, see, e.g., [9] for a recent overview on some automata related problems. The problem asks for the smallest possible finite automaton that is equivalent to a given one. Because regular languages are used in many applications and one may like to represent the languages succinctly, this problem is also of practical relevance. It is well known that for a given $n$-state deterministic finite automaton (DFA) one can efficiently compute an equivalent minimal automaton in $O(n \log n)$ time [11]. More precisely, the DFA minimization problem is complete for NL, even for DFAs without inaccessible states [4]. On the other hand, minimization of nondeterministic finite automata (NFAs) is highly intractable, namely PSPACE-complete [14]. These results go along with the structural properties of minimal finite automata. While minimal DFAs are unique up to isomorphism, this is not the case for minimal nondeterministic state devices anymore [1]. In fact, the characterization of minimal DFAs is one of the basic building blocks for efficient DFA minimization algorithms.

When changing from minimization to hyper-minimization a quite similar picture as mentioned above emerges. Hyper-minimization asks for the smallest automaton that is equivalent to a given one up to a finite number of exceptions—this form of “equivalence” is referred to as almost-equivalence in the literature. Let us discuss the situation for hyper-minimal DFAs and NFAs in more detail. First, all of the above mentioned computational complexity results remain valid for hyper-minimization. Thus, computing a hyper-minimal DFA can be done in $O(n \log n)$ time [10] and the hyper-minimization problem is NL-complete [6]. In fact it is known that minimization for DFAs linearly reduces to hyper-minimization [10]. Moreover, the intractability result for NFAs remains, that is, hyper-minimization for NFAs is PSPACE-complete [6], just as it is for ordinary NFA minimization. What can be said about the structural properties of hyper-minimal finite state machines? Neither hyper-minimal DFAs nor hyper-minimal NFAs are unique up to isomorphism. Nevertheless, hyper-minimal DFAs obey a structural characterization as shown in [2]. Almost-equivalent hyper-minimal DFAs have isomorphic kernels and isomorphic preambles up to state acceptance. Here the kernel of an automaton consists of the states that are reachable from the start state by an infinite number of inputs; all other states belong to the preamble of the automaton.

Recently, an alternative automaton model to deterministic finite automata, the so called biautomaton (DBiA) [19] was introduced. Roughly speaking, a biautomaton consists of a deterministic finite control, a read-only input tape, and two reading heads, one reading the input from left to right (forward transitions), and the other head reading the input from the opposite direction, i.e., from right to left (backward transitions). An input word is accepted by a biautomaton, if there is an accepting computation starting the heads on the two ends of the word meeting somewhere in an accepting state. Although the choice of reading a symbol by either head is nondeterministic, a deterministic outcome of the computation of the biautomaton is enforced by two properties: (i) The heads read input symbols independently, i.e., if one head reads a symbol and
the other reads another, the resulting state does not depend on the order in which the heads read these single letters. (ii) If in a state of the finite control one head accepts a symbol, then this letter is accepted in this state by the other head as well. Later we call the former property the \( \cdot \) -property and the latter one the \( F \) -property. In [19] and a series of forthcoming papers [7, 8, 15, 18] it was shown that biautomata share a lot of properties with ordinary finite automata. For instance, as minimal DFAs, also minimal DBiAs are unique up to isomorphism [19]. Moreover, in [7] it was shown that classical DFA minimization algorithms can be adapted to biautomata as well. As a first result we show that biautomaton minimization is \( \text{NL} \) -complete as for ordinary DFAs.

Now the question arises, which of the structural similarities between almost-equivalent or hyper-minimal DFAs similarly hold for biautomata as well? Moreover, what can be said about the computational complexity of biautomaton hyper-minimization? We give answers to both questions in the forthcoming. Some of the structural similarities found for almost-equivalent and hyper-minimal DFAs carry over to the case of biautomata, but there are subtle differences. On the one hand we show that the kernel isomorphism for almost-equivalent DFAs carries over to almost-equivalent biautomata, but on the other hand, the isomorphism for the preamble for almost-equivalent hyper-minimal DFAs does not transfer to the biautomaton case. In fact, we present an example, of two almost-equivalent hyper-minimal biautomata the preambles of which are not isomorphic at all—observe, that the size of both preambles must be the same due to the hyper-minimality of the devices, and the kernel isomorphism. The observed phenomenon is related to the structure of the almost-equivalence classes of hyper-minimal biautomata. In contrast to hyper-minimal DFAs, where two different but almost-equivalent states can only appear in the kernel, the induced almost-equivalence classes in case of hyper-minimal biautomata may in addition also span between preamble and kernel states, or even between two preamble states. Later we use this fact in order to prove the main result of this paper, namely that hyper-minimizing biautomata is not as easy as for DFAs. More precisely, we show that hyper-minimization for biautomata is \( \text{NP} \) -complete. This is in sharp contrast to the case of hyper-minimal DFAs.

2 Preliminaries

A deterministic finite automaton (DFA) is a quintuple \( A = (Q, \Sigma, \delta, q_0, F) \), where \( Q \) is the finite set of states, \( \Sigma \) is the finite set of input symbols, \( q_0 \in Q \) is the initial state, \( F \subseteq Q \) is the set of accepting states, and \( \delta : Q \times \Sigma \rightarrow Q \) is the transition function. The language accepted by the deterministic finite automaton \( A \) is \( L(A) = \{ w \in \Sigma^* \mid \delta(q_0, w) \in F \} \), where the transition function is recursively extended to \( \delta : Q \times \Sigma^* \rightarrow Q \) as usual.

A deterministic biautomaton (DBIA) is a sixtuple \( A = (Q, \Sigma, \cdot, \circ, q_0, F) \), where \( Q, \Sigma, q_0, \) and \( F \) are defined as for DFAs, and where \( \cdot \) and \( \circ \) are mappings from \( Q \times \Sigma \) to \( Q \), called the forward and backward transition function, respectively. It is common in the literature on biautomata to use an infix notation for these functions, i.e., writing \( q \cdot a \) and \( q \circ a \) instead of \( \cdot(q, a) \) and \( \circ(q, a) \). Similar as for the transition function of a DFA, the forward transition function \( \cdot \)
can be extended to \(\cdot : Q \times \Sigma^* \to Q\) by \(q \cdot \lambda = q\), and \(q \cdot av = (q \cdot a) \cdot v\), for all states \(q \in Q\), symbols \(a \in \Sigma\), and words \(v \in \Sigma^*\). The extension of the backward transition function \(\circ \circ Q \times \Sigma^* \to Q\) is defined as follows: \(q \circ \lambda = q\) and \(q \circ va = (q \circ a) \circ v\), for all states \(q \in Q\), symbols \(a \in \Sigma\), and words \(v \in \Sigma^*\). Notice that \(\circ\) consumes the input from right to left, hence the name backward transition function. The DBiA \(A\) accepts a word \(w \in \Sigma^*\) if there are words \(u_i, v_i \in \Sigma^*\), for \(1 \leq i \leq k\), such that \(w\) can be written as \(w = u_1 v_1 \ldots u_k v_k \ldots v_2 v_1\), and

\[
((\ldots (((q_0 \cdot u_1) \circ v_1) \cdot u_2) \circ v_2) \ldots ) \cdot u_k) \circ v_k \in F.
\]

The language accepted by \(A\) is \(L(A) = \{ w \in \Sigma^* \mid A\) accepts \(w\}\).

The DBiA \(A\) has the \(\circ\)-property, if \((q \cdot a) \circ b = (q \circ b) \cdot a\), for all \(q \in Q\) and \(a, b \in \Sigma\), and it has the \(F\)-property, if we have \(q \cdot a \in F\) if and only if \(q \circ a \in F\), for all \(q \in Q\) and \(a \in \Sigma\). The biautomata as introduced in [19] always had to satisfy both these properties, while in [7, 8] also biautomata that lack one or both of these properties, as well as nondeterministic biautomata were studied. Throughout the current paper, when writing of biautomata, or DBiAs, we always mean deterministic biautomata that satisfy both the \(\circ\)-property, and the \(F\)-property, i.e., the model as introduced in [19]. For such biautomata the following is known from the literature [7, 19]:

\[
- (q \cdot u) \circ v = (q \circ v) \cdot u, \text{ for all states } q \in Q \text{ and words } u, v \in \Sigma^*;
\]

\[
- (q \cdot u) \circ vw \in F \text{ if and only if } (q \cdot uv) \circ w \in F, \text{ for all states } q \in Q \text{ and words } u, v, w \in \Sigma^*.
\]

From this one can conclude that for all words \(u_i, v_i \in \Sigma^*\), with \(1 \leq i \leq k\), we have

\[
((\ldots (((q_0 \cdot u_1) \circ v_1) \cdot u_2) \circ v_2) \ldots ) \cdot u_k) \circ v_k \in F
\]

if and only if

\[
q_0 \cdot u_1 u_2 \ldots u_k v_k \ldots v_2 v_1 \in F.
\]

Therefore, the language accepted by a biautomaton \(A\) can as well be defined as \(L(A) = \{ w \in \Sigma^* \mid q_0 \cdot w \in F\}\).

In the following we define the two DFAs contained in a DBiA, which accept the language, and the reversal of the language accepted by the biautomaton. Let \(A = (Q, \Sigma, \ldots, q_0, F)\) be a DBiA. We denote by \(Q_{\text{fwd}} (Q_{\text{bwd}}, \text{respectively})\) the set of all states reachable from \(q_0\) by only using forward (backward, respectively) transitions, i.e.,

\[
Q_{\text{fwd}} = \{ q \in Q \mid \exists u \in \Sigma^* : q_0 \cdot u = q \},
\]

and

\[
Q_{\text{bwd}} = \{ q \in Q \mid \exists v \in \Sigma^* : q_0 \circ v = q \}.
\]

Now we define the DFA \(A_{\text{fwd}} = (Q_{\text{fwd}}, \Sigma, \delta_{\text{fwd}}, q_0, F_{\text{fwd}})\), with \(F_{\text{fwd}} = Q_{\text{fwd}} \cap F\), and where \(\delta_{\text{fwd}}(q, a) = q \cdot a\), for all states \(q \in Q_{\text{fwd}}\) and symbols \(a \in \Sigma\). Similarly, we define the DFA \(A_{\text{bwd}} = (Q_{\text{bwd}}, \Sigma, \delta_{\text{bwd}}, q_0, F_{\text{bwd}})\), with \(F_{\text{bwd}} = Q_{\text{bwd}} \cap F\), and \(\delta_{\text{bwd}}(q, a) = q \circ a\), for all \(q \in Q\) and \(a \in \Sigma\). One readily sees that \(L(A_{\text{fwd}}) = L(A)\). Moreover, since \(q \circ uv = (q \circ v) \circ u\), one can also see \(L(A_{\text{bwd}}) = L(A)^R\).
For a state \( q \) of an automaton \( A \) (DFA or DBiA), the right language \( L_A(q) \) accepted by the automaton that is obtained from \( A \) by making \( q \) its initial state. Notice that the right language of the initial state \( q_0 \) of \( A \) is \( L_A(q_0) = L(A) \). We say that two automata \( A \) and \( A' \) are equivalent, denoted by \( A \equiv A' \), if \( L(A) = L(A') \). Similarly, if \( q \) is a state of \( A \) and \( q' \) a state of \( A' \), then \( q \) and \( q' \) are equivalent, for short \( q \equiv q' \), if \( L_A(q) = L_{A'}(q') \). An automaton \( A \) is minimal if there is no automaton \( B \) of the same type, that has fewer states than \( A \) and satisfies \( A \equiv B \).

Let \( L \) be a language over \( \Sigma \) and let \( u, v \in \Sigma^* \). The left derivative of \( L \) by \( u \) is the language \( u^{-1}L = \{ w \in \Sigma^* \mid uw \in L \} \), and the right derivative of \( L \) by \( v \) is \( Lv^{-1} = \{ w \in \Sigma^* \mid vw \in L \} \). Notice that \( u^{-1}(Lv^{-1}) = (u^{-1}L)v^{-1} \), so we may denote both-sided derivatives by \( u^{-1}Lv^{-1} = \{ w \in \Sigma^* \mid uvw \in L \} \). Derivatives are used in [19] for the definition of the canonical biautomaton of a regular language, which is similar to the canonical DFA as described in [3]. The set of states of the canonical biautomaton for a regular language \( L \) consists of all derivatives of \( L \)—this is a finite set because \( L \) is regular—and the right language of a state \( u^{-1}Lv^{-1} \) is the language \( u^{-1}Lv^{-1} \). We often use regular expressions to describe languages—see, e.g., [12]. As usual we identify an expression with the language it describes, and by abuse of notation we also use regular expressions as names for states.

Recently, the notions of almost-equivalence and hyper-minimality were introduced [2]. Two languages \( L \) and \( L' \) are almost-equivalent, denoted by \( L \sim L' \), if their symmetric difference \( L \triangle L' := (L \setminus L') \cup (L' \setminus L) \) is finite. This notion naturally carries over to automata and states: two automata \( A \) and \( A' \) are almost-equivalent, for short \( A \sim A' \), if \( L(A) \sim L(A') \), and two states \( q \) and \( q' \) of \( A \) and, respectively, \( A' \) are almost-equivalent, for short \( q \sim q' \), if \( L_A(q) \sim L_{A'}(q') \). An automaton \( A \) is hyper-minimal if there is no automaton \( B \) of the same type, that has fewer states than \( A \) and satisfies \( A \sim B \). A useful concept for the study of almost-equivalent automata is the partitioning of the state set into preamble and kernel states. A state \( q \) of an automaton \( A \) is a kernel state if it is reachable from the initial state of \( A \) by an infinite number of inputs, otherwise \( q \) is a preamble state. In case \( A \) is a biautomaton over alphabet \( \Sigma \), this means that \( q \) is a kernel state if and only if there are infinitely many pairs of words \( u, v \in \Sigma^* \) such that \((q_0 \cdot u) \circ v = q\)—here \( q_0 \) is the initial state, and \( \cdot \) and \( \circ \) are the transition functions of \( A \). The set of all preamble states of \( A \) is denoted by \( \text{Pre}(A) \), and the set of kernel states is \( \text{Ker}(A) \).

We assume familiarity with the basic concepts of complexity theory [12, 20] such as reductions, completeness, and the inclusion chain \( \text{NL} \subseteq \text{P} \subseteq \text{NP} \). Here \( \text{NL} \) is the set of problems accepted by nondeterministic logarithmic space bounded Turing machines. Moreover, let \( \text{P} \) (\( \text{NP} \), respectively) denote the set of problems accepted by deterministic (nondeterministic, respectively) polynomial time bounded Turing machines.
3 Structural Similarity Between Minimal Automata

The well-known fact that two equivalent minimal DFAs are isomorphic can be formulated as follows.

**Theorem 1.** Let $A = (Q, \Sigma, \delta, q_0, F)$ and $A' = (Q', \Sigma, \delta', q'_0, F')$ be two minimal deterministic finite automata with $A \equiv A'$. Then there exists a mapping $h: Q \to Q'$ that is bijective, and that satisfies the following conditions:

1. $q \equiv h(q)$, for all $q \in Q$ (in particular $q \in F$ if and only if $h(q) \in F'$).
2. $h(q_0) = q'_0$.
3. $h(\delta(q, a)) = \delta'(h(q), a)$, for all $q \in Q$ and $a \in \Sigma$.

Further, the following characterization of minimal DFAs is well known.

**Theorem 2.** A deterministic finite automaton is minimal if and only if all its states are reachable, and there is no pair of distinct, but equivalent states.

An isomorphism as in Theorem 1 can also be found between equivalent minimal biautomata, which follows from results from [19].

**Theorem 3.** Let $A = (Q, \Sigma, \cdot, \circ, q_0, F)$ and $A' = (Q', \Sigma, \cdot', \circ', q'_0, F')$ be two minimal biautomata\(^1\) with $A \sim A'$. Then there exists a mapping $h: Q \to Q'$ that is bijective, and that satisfies the following conditions:

1. $q \equiv h(q)$, for all $q \in Q$ (in particular $q \in F$ if and only if $h(q) \in F'$).
2. $h(q_0) = q'_0$.
3. $h(q \cdot a) = h(q) \cdot' a$, and $h(q \circ a) = h(q) \circ' a$, for all $q \in Q$ and $a \in \Sigma$.

Also the following characterization of minimal DBiAs, which is similar to Theorem 2 for DFAs, was shown in [7].

**Theorem 4.** A biautomaton is minimal if and only if all its states are reachable, and there is no pair of distinct, but equivalent states.

We can draw another connection between biautomata and finite automata. Recall that any DBiA $A$ contains the two DFAs $A_{\text{fwd}}$ and $A_{\text{bwd}}$, accepting the languages $L(A_{\text{fwd}}) = L(A)$ and $L(A_{\text{bwd}}) = L(A)^R$. In fact, if $A$ is a minimal biautomaton, then the two contained DFAs are minimal, too, as the following result shows.

**Lemma 5.** Let $A = (Q, \Sigma, \cdot, \circ, q_0, F)$ be a minimal biautomaton. Then $A_{\text{fwd}}$ is a minimal deterministic finite automaton for $L(A)$ and $A_{\text{bwd}}$ is a minimal deterministic finite automaton for $L(A)^R$.

**Proof.** Notice that if $q$ is a state of $A_{\text{fwd}}$, then $L(A_{\text{fwd}})(q) = L(A)(q)$, and if $q$ is a state of $A_{\text{bwd}}$, then $L(A_{\text{bwd}})(q) = L(A)(q)^R$. Therefore, if $A_{\text{fwd}}$ or $A_{\text{bwd}}$ contains a pair of equivalent states, then these states are also equivalent in the biautomaton $A$. Now if $A$ is a minimal biautomaton, then Theorem 4 implies that it does not contain a pair of distinct, but equivalent states. Therefore also the DFAs $A_{\text{fwd}}$ and $A_{\text{bwd}}$ contain no such pair. Since by definition all states of $A_{\text{fwd}}$ and $A_{\text{bwd}}$ are reachable, both DFAs must be minimal, due to Theorem 2. \(\square\)

\(^1\) Remember that throughout this paper a biautomaton is always a deterministic biautomaton which satisfies both the $\circ$-property and the $F$-property.
The following example shows that the converse of Lemma 5 is not true, which means that a DBiA $A$ where both DFAs $A_{\text{fwd}}$ and $A_{\text{bwd}}$ are minimal needs not to be minimal itself.

**Example 6.** Consider the biautomaton $A = (Q, \Sigma, \cdot, \circ, q_0, F)$ with the state set $Q = \{q_0, q_1, \ldots, q_6\}$, initial state $q_0$, final states $F = \{q_2, q_4, q_5\}$ and the transition functions $\cdot$ and $\circ$ of which can be read from Figure 1—solid arrows denote forward transitions by $\cdot$, and dashed arrows denote backward transitions by $\circ$. Obviously the three accepting states $q_2, q_4,$ and $q_5$ are equivalent, so we know by Theorem 4 that this is not a minimal biautomaton. However, one can easily see that both contained DFAs $A_{\text{fwd}}$ and $A_{\text{bwd}}$ are minimal. This shows that the converse of Lemma 5 does not hold.

**4 Structural Similarity Between Hyper-Minimal Automata**

The notions of almost-equivalence and hyper-minimality were introduced in [2]. There it was shown that two almost-equivalent hyper-minimal DFAs are isomorphic in their kernels, and isomorphic in their preambles (up to acceptance values of preamble states). The following theorem, which summarizes results from [2], should be compared to the corresponding Theorem 1 for equivalent minimal DFAs.

**Theorem 7.** Let $A = (Q, \Sigma, \delta, q_0, F)$ and $A' = (Q', \Sigma, \delta', q'_0, F')$ be two minimal deterministic finite automata with $A \equiv A'$. Then there exists a mapping $h: Q \rightarrow Q'$ satisfying the following conditions.

1. If $q \in \text{Pre}(A)$ then $q \sim h(q)$, and if $q \in \text{Ker}(A)$ then $q \equiv h(q)$.
2. If $q_0 \in \text{Pre}(A)$ then $h(q_0) = q'_0$, and if $q_0 \in \text{Ker}(A)$ then $h(q_0) \sim q'_0$.
3. The restriction of $h$ to $\text{Ker}(A)$ is a bijection between the kernels of $A$ and $A'$, that is compatible with taking transitions:
   3.a We have $h(\text{Ker}(A)) = \text{Ker}(A')$, and if $q_1, q_2 \in \text{Ker}(A)$ with $h(q_1) = h(q_2)$ then $q_1 = q_2$.
   3.b We have $h(\delta(q, a)) = \delta'(h(q), a)$, for all $q \in \text{Ker}(A)$ and all $a \in \Sigma$. 

![Fig. 1. A non-minimal biautomaton $A$ where both contained DFAs $A_{\text{fwd}}$ and $A_{\text{bwd}}$ are minimal. The sink state $q_6$ and all transitions to it are not shown.](image-url)
Further, if $A$ and $A'$ are hyper-minimal then also the following condition holds.

4. The restriction of $h$ to $\text{Pre}(A)$ is a bijection between the preambles of $A$ and $A'$, that is compatible with taking transitions, except for transitions from preamble to kernel:

4.a We have $h(\text{Pre}(A)) = \text{Pre}(A')$, and if $q_1, q_2 \in \text{Pre}(A)$ with $h(q_1) = h(q_2)$ then $q_1 = q_2$.

4.b We have $h(\delta(q, a)) = \delta'(h(q), a)$, for all $q \in \text{Pre}(A)$ and all $a \in \Sigma$, that satisfy $\delta(q, a) \in \text{Pre}(A)$.

Notice that the bijection between the preamble states does not preserve finality of states. Further, the mapping $h$ does not necessarily respect the transitions from preamble states to kernel states—see Condition 4.b of Theorem 7. Thus, two almost-equivalent hyper-minimal DFAs can differ in the following:

- acceptance values of preamble states,
- transitions leading from preamble to kernel states,
- the initial state, if the preamble is empty.

However, the transitions connecting preamble and kernel of almost-equivalent DFAs cannot differ arbitrarily. Assume that we have a state $q \in \text{Pre}(Q)$, and some symbol $a \in \Sigma$, such that $\delta(q, a) \in \text{Ker}(Q)$. Then it could be that the two states $h(\delta(q, a))$ and $\delta'(h(q), a)$ are different, but they must at least be almost-equivalent. This follows from the following result from [2].

**Lemma 8.** Let $A = (Q, \Sigma, \delta, q_0, F)$ and $A' = (Q', \Sigma, \delta', q_0', F')$ be two (not necessarily distinct) deterministic finite automata, with $q \in Q$ and $q' \in Q'$. Then $q \sim q'$ if and only if $\delta(q, w) \sim \delta'(q', w)$, for all $w \in \Sigma^*$. Moreover, $q \sim q'$ implies $\delta(q, w) \equiv \delta'(q', w)$, for all words $w \in \Sigma^*$ with $|w| \geq k = |Q \times Q'|$.

Also a characterization of hyper-minimal DFAs, which is similar to Theorem 2, was shown in [2]:

**Theorem 9.** A deterministic finite automaton is hyper-minimal if and only if it is minimal, and there is no pair of distinct but almost-equivalent states such that one of them is in the preamble.

Now let us investigate, which of the structural similarity results for almost-equivalent hyper-minimal DFAs carry over to biautomata. We first show that a result similar to Lemma 8 also holds for biautomata.

**Lemma 10.** Let $A = (Q, \Sigma, \cdot, \circ, q_0, F)$ and $A' = (Q', \Sigma, \cdot', \circ', q_0', F')$ be two biautomata. Let $q \in Q$ and $q' \in Q'$, then $q \sim q'$ if and only if $(q \cdot u) \circ v \sim (q' \cdot u)' \circ' v'$, for all words $u, v \in \Sigma^*$. Moreover, $q \sim q'$ implies $(q \cdot u) \circ v \equiv (q' \cdot u)' \circ' v'$, for all words $u, v \in \Sigma^*$ with $|uv| \geq k = |Q \times Q'|$.

**Proof.** Assume there are words $u, v \in \Sigma^*$ such that the states $p = (q \cdot u) \circ v$ and $p' = (q' \cdot u)' \circ' v'$ are not almost-equivalent. This means that there are infinitely many words $w \in L_A(p) \triangle L_A'(p')$, which implies that there are infinitely many words $uvw \in L_A(q) \triangle L_A'(q')$. Thus states $q$ and $q'$ are not
almost-equivalent. Therefore, if \((q \cdot u) \circ v \sim (q' \cdot u) \circ v'\), for all \(u, v \in \Sigma^*\), then states \(q\) and \(q'\) are almost-equivalent. The reverse implication is trivial: if \((q \cdot u) \circ v \sim (q' \cdot u) \circ v'\), for every \(u, v \in \Sigma^*\), then we obtain \(q \sim q'\) by choosing \(u = v = \lambda\). This proves the first part of the Lemma.

For the second part assume \(q \sim q'\), and consider two words \(u = a_1 a_2 \ldots a_\ell\) and \(v = a_m \ldots a_{\ell+2} a_{\ell+1}\), with \(a_1, a_2, \ldots, a_m \in \Sigma\) such that \(|uv| = m \geq k\).

Consider the sequence of state pairs \((q_i, q'_i)\), for \(0 \leq i \leq m\), that the automata pass through in their computations \((q \cdot u) \circ v\) and \((q' \cdot u) \circ v'\):

\[
(q_i, q'_i) = \begin{cases} 
(q(q_i), q'_i), & \text{for } i = 0, \\
(q_{i-1} \cdot a_i, q'_{i-1} \cdot a_i) & \text{for } 1 \leq i \leq \ell, \\
(q_{i-1} \circ a_i, q'_{i-1} \circ a_i) & \text{for } \ell + 1 \leq i \leq m.
\end{cases}
\]

Because \(m \geq |Q \times Q'|\), there must be integers \(i, j\) with \(0 \leq i < j \leq m\), for which we have \((q_i, q'_i) = (q_j, q'_j)\).

If \(j \leq \ell\) then the word \(u\) can be written as \(u = u_1 u_2 u_3\) such that

\[
q \cdot u_1 = q_i, \quad q_i \cdot u_2 = q_i, \quad (q_i \cdot u_3) \circ v = p, \\
q' \cdot u_1 = q'_i, \quad q'_i \cdot u_2 = q'_i, \quad (q'_i \cdot u_3) \circ v' = p'.
\]

If the states \(p = (q \cdot u) \circ v\) and \(p' = (q' \cdot u) \circ v'\) are not equivalent, then there is a word \(w \in L_A(p) \triangle L_A(p')\), and it follows that \(u_1 u_2^n u_3 w v \in L_A(q) \triangle L_A(q')\), for all \(n \geq 0\). This is a contradiction to \(q \sim q'\). If \(\ell + 1 \leq i\) then we can find a similar partition of the word \(v = v_3 v_2 v_1\), such that a word \(w\) in the symmetric difference of the two states \(p = (q \cdot u) \circ v\) and \(p' = (q' \cdot u) \circ v'\) induces infinitely many words \(u w v_3 v_2^n v_1 \in L_A(q) \triangle L_A(q')\), for all \(n \geq 0\).

It remains to discuss the case \(i \leq \ell < j\). Now the words \(u\) and \(v\) can be written as \(u = u_1 u_2\) and \(v = v_2 v_1\) such that

\[
q \cdot u_1 = q_i, \quad (q_i \cdot u_2) \circ v_1 = q_i, \quad q_i \circ v_2 = p, \\
q' \cdot u_1 = q'_i, \quad (q'_i \cdot u_2) \circ v_1 = q'_i, \quad q'_i \circ v_2 = p'.
\]

Now, if the states \(p = (q \cdot u) \circ v\) and \(p' = (q' \cdot u) \circ v'\) are not equivalent, then there is a word \(w \in L_A(p) \triangle L_A(p')\), and it follows that \(u_1 u_2^n w v_2^n v_1 \in L_A(q) \triangle L_A(q')\), for all \(n \geq 0\). This is again a contradiction to \(q \sim q'\), hence the two states \((q \cdot u) \circ v\) and \((q' \cdot u) \circ v'\) must be equivalent.

\[\-boxed{}\]

Now we come to a mapping between the states of two almost-equivalent biautomata. As in the case of finite automata, we can find an isomorphism between the kernels of the two automata. However, we cannot find a similar isomorphism between their preambles. Of course, two almost-equivalent hyper-minimal biautomata must have the same number of states, and if their kernels are isomorphic, then also their preambles must be of same size. But still we cannot always find a bijective mapping that preserves almost-equivalence, as in the case of finite automata. We will later see an example for this phenomenon, but first we present our result on the structural similarity between almost-equivalent minimal biautomata.
Theorem 11. Let $A = (Q, \Sigma, \cdot, q_0, F)$ and $A' = (Q', \Sigma', \cdot', q'_0, F')$ be two minimal biautomata with $A \sim A'$. There exists a mapping $h : Q \rightarrow Q'$ that satisfies the following conditions.

1. If $q \in \text{Pre}(A)$ then $q \sim h(q)$, and if $q \in \text{Ker}(A)$ then $q \equiv h(q)$.
2. If $q_0 \in \text{Pre}(A)$ then $h(q_0) = q'_0$, and if $q_0 \in \text{Ker}(A)$ then $h(q_0) \sim q'_0$.
3. The restriction of $h$ to $\text{Ker}(A)$ is a bijection between the kernels of $A$ and $A'$, that is compatible with taking transitions:
   - 3.a We have $h(\text{Ker}(A)) = \text{Ker}(A')$, and if $q_1, q_2 \in \text{Ker}(A)$ with $h(q_1) = h(q_2)$ then $q_1 = q_2$.
   - 3.b We have $h(q \cdot a) = h(q) \cdot' a$ and $h(q \circ a) = h(q) \circ' a$, for all $q \in \text{Ker}(A)$ and all $a \in \Sigma$.

Proof. In order to define the mapping $h$ we choose for every state $q \in Q$ tow words $u_q$ and $v_q$ as follows: If $q$ is a kernel state of $A$ then there are infinitely many pairs $u, v \in \Sigma^*$ such that $(q_0 \cdot u) \circ v = q$. Hence we can choose for every kernel state $q \in \text{Ker}(A)$ two words $u_q$ and $v_q$ with $|u_qv_q| \geq k = |Q \times Q'|$ such that $q = (q_0 \cdot u_q) \circ v_q$. Moreover, for every preamble state $q \in \text{Pre}(A)$, we fix some shortest words $u_q$ and $v_q$, i.e., where $|u_qv_q|$ is shortest possible, such that also $(q_0 \cdot u_q) \circ v_q = q$. The mapping $h : Q \rightarrow Q'$ is then defined by $h(q) = (q'_0 \cdot' u_q) \circ' v_q$. In the following we show that this mapping satisfies the statements of the theorem. Since $A \sim A'$ it must be $q_0 \sim q'_0$. If $q_0 \in \text{Pre}(Q)$, then we have $u_{q_0} = v_{q_0} = \lambda$, and so $h(q_0) = q'_0$, which proves one part of Statement 2. From Lemma 10 we obtain $(q_0 \cdot u_q) \circ v_q \sim (q'_0 \cdot' u_q) \circ' v_q$, for all preamble states $q \in \text{Pre}(A)$, and further even $(q_0 \cdot u_q) \circ v_q \equiv (q'_0 \cdot' u_q) \circ' v_q$, for all kernel states $q \in \text{Ker}(A)$. This proves Statement 1. Now, if $q_0 \in \text{Ker}(A)$, then $q'_0 \sim q_0 \equiv h(q_0)$, which proves the other part of Statement 2. Moreover, for all kernel states $q \in \text{Ker}(A)$ we have $q \equiv h(q)$, which implies

$$h(q \cdot a) \equiv q \cdot a \equiv h(q) \cdot' a$$

and

$$h(q \circ a) \equiv q \circ a \equiv h(q) \circ' a,$$

for all symbols $a \in \Sigma$. Since $A'$ is a minimal biautomaton, it does not contain a pair of different, but equivalent states. Therefore it must be $h(q \cdot a) = h(q) \cdot' a$ and $h(q \circ a) = h(q) \circ' a$, for all $a \in \Sigma$, which proves Statement 3.b.

It remains to prove Statement 3.a, namely that the mapping is bijective between the kernels of the two DBiAs. If $q \in \text{Ker}(A)$ then $|u_qv_q| \geq |Q'|$, so the computation path in $A'$ that leads from $q'_0$ to $h(q)$ must contain a cycle. Hence state $h(q)$ must be a kernel state of $A'$, and we get $h(\text{Ker}(A)) \subseteq \text{Ker}(A')$. Moreover, the mapping $h$ is injective, which can be seen as follows: if $h(p) = h(q)$, then we know $p \equiv h(p) = h(q) \equiv q$, but since $A$ is a minimal biautomaton, this implies $p = q$. Therefore it is $|\text{Ker}(A)| \leq |\text{Ker}(A')|$. By exchanging the roles of the automata $A$ and $A'$ we can also find an injective mapping $h' : Q' \rightarrow Q$ that satisfies $h'(\text{Ker}(A')) \subseteq \text{Ker}(A)$, which in turn shows that $|\text{Ker}(A')| \leq |\text{Ker}(A)|$. Altogether we obtain $|\text{Ker}(A)| = |\text{Ker}(A')|$, so the mapping $h$ must also be surjective on $\text{Ker}(A')$. This concludes our proof.

Notice that Theorem 11 requires the almost-equivalent DBiAs $A$ and $A'$ to be minimal, but not necessarily hyper-minimal. Of course, the theorem also
holds for hyper-minimal automata, since these are always minimal. However, the question is whether we can find more structural similarities—like Statement 4.b from Theorem 7 on DFAs—if both DBiAs are hyper-minimal. Unfortunately the answer is no, as the following example demonstrates.

Example 12. Consider the biautomaton $A$ which is depicted on top in Figure 2—as usual, transitions which are not shown lead to a non-accepting sink state, which is also not shown. The state labels of the eight states in the lower two rows of the automaton denote the right languages of the respective states. The kernel of $A$ consists of those states, and the sink state. The right languages of the states $q_0$, $q_1$, and $q_2$, which constitute the preamble of $A$, are as follows: $L_A(q_0) = L(A) = (a+b)ba^*b+c^*a$, $L_A(q_1) = ba^*b + \lambda$, and $L_A(q_2) = ba^*b$. One can verify that $A$ satisfies the $\circ$- and the $F$-property. Let us first show that $A$ is hyper-minimal.

Claim. The biautomaton $A$ depicted on top in Figure 2 is hyper-minimal.

Proof. Assume $B$ is a minimal biautomaton that is almost-equivalent to $A$. We have to show that $B$ has at least as many states as $A$. We know from Theorem 11, that the kernels of $A$ and $B$ are isomorphic, hence it suffices to show that $B$ has at least three states in its preamble. Let us denote the initial state of $B$ by $q_0^B$, and its forward and backward transition functions by $\circ_B$ and $\circ_B^\ast$, respectively. We have $q_0^B \sim q_0$ because $B \sim A$, and by Lemma 10 follows $(q_0^B \cdot_B u) \circ_B v \sim (q_0 \cdot u) \circ_B v$, for all $u, v \in \Sigma^\ast$. Since state $q_0$ is not almost-equivalent to any kernel state of $A$, also state $q_0^B$ is not a kernel state of $B$ either—remember that the kernels of $A$ and $B$ are isomorphic. Further, also the state $q_1 = q_0 \cdot a$ is not almost-equivalent to any kernel state, and not almost-equivalent to $q_0$, therefore the state $q_0^B \cdot_B a$ must be another preamble state in $B$, too. Let us denote this state by $q_1^B$.

If we can show that $B$ has another preamble state, then we know that $A$ is hyper-minimal. Therefore assume for the sake of contradiction, that $q_0^B$ and $q_1^B$ are the only preamble states of $B$. Because no kernel state of $A$ is almost-equivalent to $q_1$, and due to the isomorphism between the kernels of $A$ and $B$, state $q_1^B$ is the only state of $B$ that is almost-equivalent to state $q_1$ of automaton $A$. Because $q_1 \sim q_2$, state $q_1^B$ is also the only state of $B$ almost-equivalent to $q_2$. By Lemma 10, the state $q_2 = q_0 \cdot b$ of $A$ must be almost-equivalent to state $q_0^B \cdot_B b$ of $B$, so we conclude $q_0^B \cdot_B b = q_1^B = q_0^B \cdot_B a$. Now we consider two cases, namely whether $q_1^B$ is an accepting state, or not.

If $q_1^B = q_0^B \cdot_B a$ is not accepting, then also the state $q_0^B \circ_B a$ must not be accepting due to the $F$-property of $B$. However, state $q_0^B \circ_B a$ must be almost-equivalent to state $q_0 \circ a$, which is the accepting kernel state $c^*$ in $A$. By Theorem 11, also the corresponding kernel state of $B$ must be accepting, therefore this cannot be the target of the transition $q_0^B \circ_B a$. Since there is no other kernel state which is almost-equivalent to $c^*$, we conclude that the automaton $B$ must have yet another preamble state $q_0^B \circ_B a$, different from $q_0^B$ and $q_1^B$—a contradiction.

The other case is similar: if $q_1^B = q_0^B \cdot_B b$ is an accepting state, then also state $q_0^B \circ_B b$ must be accepting. Moreover, this state must be almost-equivalent
to the kernel state $q_0 \circ b$, i.e., the state $(a+b)ba^*$ of $A$. The corresponding kernel state of $B$ is also non-accepting, so it cannot be the target of the transition $q_0^B \circ_B b$. Again, there is no other kernel state in $B$ that is almost-equivalent to the state $(a+b)ba^*$, so $B$ must possess another preamble state, different from $q_0^B$ and $q_1^B$. This concludes our proof. \hfill \Box

Now consider the DBiA $A'$, depicted on the bottom of Figure 2. This biautomaton accepts the language $L(A') = (a + b)ba+b + cc^*a$, so it is almost-equivalent to $A$. Since $A$ and $A'$ have the same number of states and $A$ is hyper-minimal, the automaton $A'$ is hyper-minimal, too. Consider a mapping $h$ from the states of $A$ to the states of $A'$, that satisfies the conditions of Theorem 11. Between the kernels of the automata, the mapping is clear. Moreover, since $q_0$ and $q_0'$ are preamble states, it must be $h(q_0) = q_0'$. This can even be concluded if $q_0$ and $q_0'$ were not the initial states, because state $q_0'$ of $A'$ is the only state that is equivalent to $q_0$, and $h$ must satisfy $q \sim h(q)$ for all states $q$. With the same argumentation we obtain $h(q_1) = h(q_2) = q_2'$. The mapping $h$ is now fully defined, so in this example, there is no other possible mapping from the states of $A$ to the states of $A'$ that preserves almost-equivalence.

Notice that mapping $h$ is not a bijection between the preambles: because we have $h(q_1) = h(q_2) = q_2'$, it is not injective, and it neither is surjective, since no state of $A$ is mapped to state $q_1'$ of $B$. This shows that the bijection Condition 4.a of Theorem 7 for preambles of deterministic finite automata does not hold for biautomata.

Similarly, also Condition 4.b of Theorem 7 cannot be satisfied here, which is witnessed by the following. We have $h(q_0 \circ a) = h(c^*) = c^*$—here $c^*$ in $h(c^*)$ denotes the kernel state of $A$, and $c^*$ after the equation symbol denotes the kernel state of $A'$—but it is $h(q_0) \circ_B a = q_0' \circ_B a = q_1'$, so $h(q_0 \circ a) \neq h(q_0) \circ_B a$.

Of course there exist bijective mappings between the state sets of the two automata $A$ and $A'$, but none of these can preserve almost-equivalence because the corresponding almost-equivalence classes in the state sets are not always of same size. For example, there are two states in $A$ that are almost-equivalent to $q_1$, namely $q_1$ itself and $q_2$, but in $A'$ there is only state $q_2'$ in its equivalence class.

In the previous example we have seen two hyper-minimal biautomata, where one biautomaton (the lower automaton from Figure 2) has an almost-equivalence class of states that is cut by the preamble-kernel border: the preamble state $q_1'$ is almost-equivalent to the kernel state $c^*$. In the other biautomaton (the upper automaton from Figure 2) all almost-equivalence classes lie entirely in either the preamble or the kernel. Now one may ask, whether for a given biautomaton one can always find an almost-equivalent hyper-minimal biautomaton where no almost-equivalence class contains both a kernel and a preamble state. But even this is not possible: in the proof of the forthcoming Theorem 14 we will see a biautomaton where every almost-equivalent biautomaton must contain a preamble state that is almost-equivalent to some kernel state—cf. Figure 4.

Another question is whether two almost-equivalent states, from which one is a preamble state, can only differ in acceptance, i.e., whether their symmetric
Fig. 2. Two hyper-minimal bi-automata that are almost-equivalent. Bi-automaton $A$ (top) accepts the language $L(A) = (a + b)ba^*b + c^*a$, and $A'$ (bottom) accepts the language $L(A') = (a + b)ba^*b + cc^*a$. The preambles are $\text{Pre}(A) = \{q_0, q_1, q_2\}$ and $\text{Pre}(A') = \{q'_0, q'_1, q'_2\}$. The states $q_1$, $q_2$, $q'_1$, and $q'_2$ have the following right languages: $L_A(q_1) = ba^*b + \lambda$, $L_A(q_2) = L_A(q'_2) = ba^*b$, and $L_{A'}(q'_1) = cc^*$. The gray shading of state pairs denotes almost-equivalence, i.e., we have $q_1 \sim q_2$, $a + b \sim \lambda$, and $q'_1 \sim c^*$. 
difference is at most $\{\lambda\}$. Also this is not the case, which can also be seen in the automaton from Figure 4, namely for the states $q_1$ and $q'_1$.

We have seen in Lemma 5 that the DFAs $A_{\text{fwd}}$ and $A_{\text{bwd}}$ contained in a minimal DBiA $A$ are minimal DFAs for the language $L(A)$ and $L(A)^R$, respectively. Notice that this relation does not hold if we consider hyper-minimal automata: the biautomaton $A$ from Example 12 is hyper-minimal. But the contained DFA $A_{\text{fwd}}$ is not hyper-minimal because the two preamble states $q_1$ and $q_2$ almost-equivalent, which contradicts the characterization of hyper-minimal DFAs by Theorem 9. In fact, one can check that for every hyper-minimal biautomaton $B$ that is almost-equivalent to $A$, either $B_{\text{fwd}}$ or $B_{\text{bwd}}$ is not hyper-minimal.

Due to the lack of structural similarity in the preambles of almost-equivalent hyper-minimal biautomata, we do not hope for a nice characterization of hyper-minimal biautomaton, as we have seen in Theorems 2, 4, and 9. Another effect related to these unsatisfying structural properties of hyper-minimal biautomata will show up in the following section, where we show that hyper-minimizing biautomata is computationally hard.

5 Computational Complexity of (Hyper)-Minimization

Given a deterministic finite automaton, it is an easy task to construct an equivalent minimal automaton. A lot of minimization algorithms for DFAs are known, the most effective of them being Hopcroft’s algorithm [11] with a running time of $O(n \log n)$, where $n$ is the number of states of the input DFA. In fact, the decision version of the DFA minimization problem—given a DFA $A$ and an integer $n$, decide whether there exists an $n$-state DFA $B$ with $A \equiv B$—is NL-complete [4].

Concerning minimization of biautomata, it was discussed in [7] how classical DFA minimization techniques can also be applied to DBiAs. In the following we investigate the computational complexity of the minimization problem for biautomata, and show that it is NL-complete, too. For proving NL-hardness we give a reduction from the following variant of the graph reachability problem [16, 17] which is NL-complete, too.

Reachability: given a directed graph $G = (V, E)$ with $V = \{v_1, v_2, \ldots, v_n\}$, where every vertex has at most two successors, and at most two predecessors, decide whether $v_n$ is reachable from $v_1$.\(^2\)

The next theorem reads as follows:

**Theorem 13 (DBiA Minimization Problem).** The problem of deciding for a given biautomaton $A$, and an integer $n$, whether there exists an $n$-state biautomaton $B$ with $A \equiv B$, is NL-complete.

\(^2\)The general graph reachability problem can be reduced to the case where every vertex has at most two successors by appending after each vertex that has more than two successors a small tree-like subgraph to simulate the multiple outgoing edges. A similar construction can be used to reduce the number of predecessors, to obtain a graph where also the number of predecessors of a vertex is at most two.
Proof. For the \( \text{NL} \) upper bound we use the following algorithm for computing the number \( k \) of equivalence classes of the state set of \( A \). Let \( q_1, q_2, \ldots, q_n \) be some fixed order of the states of \( A \), and initially set \( k = 0 \). For all states \( q_i \) (in ascending order) do the following: if \( q_i \neq q_j \), for all \( j < i \), then increment \( k \). Finally, if \( k \leq n \) then the answer is yes, otherwise it is no. Because \( A \) has the \( \omega \)-property, and the \( F \)-property, it suffices to consider only forward transitions to decide whether \( q_i \neq q_j \). Therefore, in order to check whether \( q_i \neq q_j \) holds, we can check equivalence of the two DFAs obtained from \( A \) by making \( q_i \), and \( q_j \), respectively, the initial state, and considering only forward transitions. Since (in-)equivalence of DFAs can be decide in \( \text{NL} \), the whole algorithm can be implemented on a non-deterministic logarithmic space-bounded Turing machine.

For \( \text{NL} \)-hardness we give a reduction from the above described variant of the graph reachability problem. The idea is to transform the graph into a DFA \( A_1 \) that accepts the empty language if the instance of the graph reachability problem is a “no” instance, and it accepts a non-empty, and non-universal language otherwise. Then an equivalent DBiA \( A \) is built by a cross-product construction of \( A_1 \) and the reverse of \( A_1 \). The biautomaton \( A \) is equivalent to a single-state biautomaton if and only if the graph reachability problem is a “no” instance. The only problem in this approach is to make sure that the construction of the reverse of \( A_1 \) can be done by a logarithmic space-bounded Turing machine, because in general this construction induces an exponential blow-up in the number of states of the finite automaton. Therefore we construct the DFA \( A_1 \) such that its reversal is also a deterministic automaton.

Let \( G = (V, E) \), with \( V = \{v_1, v_2, \ldots, v_n\} \) be a directed graph where every vertex has at most two successors, and at most two predecessors. We construct the partial DFA \( A_1 = (Q, \Sigma, \delta, q_0, F) \)—here partial means that some transitions of \( A_1 \) may be undefined—over the alphabet \( \Sigma = \{a, b\} \) as follows: The states set consists of the vertices and edges of \( G \), i.e., \( Q = V \cup E \); the initial state is \( q_0 = v_1 \); and set of final states is \( F = \{v_n\} \). The transitions in states \( v_i \in V \) are defined as follows:

- if \( v_i \) has two successors \( v_{j_1} \) and \( v_{j_2} \), i.e., if \((v_i, v_{j_1}), (v_i, v_{j_2}) \in E \), and \( j_1 < j_2 \), then \( \delta(v_i, a) = (v_i, v_{j_1}) \) and \( \delta(v_i, b) = (v_i, v_{j_2}) \),
- if \( v_i \) has one successors \( v_j \), i.e., if \((v_i, v_j) \) is the only edge in \( E \) with \( v_i \) as on the left-hand side, then \( \delta(v_i, a) = (v_i, v_j) \),

Finally, the transitions in states \((v_i, v_j) \in E \) are defined as follows:

- if \((v_i, v_j) \) is the only edge in \( E \) with vertex \( v_j \) on the right-hand side, then \( \delta((v_i, v_j), a) = v_j \),
- if there are two edges \((v_i, v_j) \) and \((v_{i_2}, v_j) \) in \( E \) with vertex \( v_j \) on the right-hand side, then \( \delta((v_i, v_j), a) = v_j \) and \( \delta((v_{i_2}, v_j), b) = v_j \).

All other transitions are undefined. Note that every state \((v_i, v_j) \in E \) has exactly one outgoing and one ingoing transition, and every state \( v_i \in V \) has at most one outgoing and at most one ingoing transition for each alphabet symbol. Therefore, the reverse automaton \( A_1^R = (Q, \Sigma, \delta^R, v_n, \{v_1\}) \), where all transitions are reversed, and the initial and (single) final state are interchanged is also a partial
DFA. The biautomaton $A$ can now be constructed by a cross-product construction, simulating $A_1$ in the first component using its forward transitions, and simulating $A^R_1$ in the second component using backward transitions—see [19] for details of this construction. Clearly this construction can be realized by a logarithmic space-bounded deterministic Turing machine.

It remains to prove the correctness of the reduction. First assume that in the graph $G$ the vertex $v_n$ is not reachable from $v_1$. Then clearly the language $L(A_1) = L(A)$ is empty, so there exists a single-state biautomaton $B$ that is equivalent to $A$. Next assume $v_n$ is reachable from $v_1$ in $G$. Then clearly the language $L(A) = L(A_1)$ is not empty, and because $v_1 \neq v_n$ it is also not $\Sigma^*$. Therefore there exists no single-state biautomaton $B$ that is equivalent to $A$.

Since $NL = \text{coNL}$ [13, 21], the theorem is proven. \qed

Now we turn to hyper-minimization. For deterministic finite automata the situation is similar as in the case of classical minimization: efficient hyper-minimization algorithms with running time $O(n \log n)$ are known [5, 10], and it was shown in [6] that the hyper-minimization problem for DFAs is NL-complete. On the one hand, since classical DFA minimization methods also work well for DBiAs, one could expect that hyper-minimization of DBiAs is as easy as for ordinary DFAs. On the other hand, the problems related to the structure of hyper-minimal biautomata, which we discussed in Section 4, already give hints that hyper-minimization of DBiAs may not be so easy. In fact, we show in the following that the hyper-minimization problem for biautomata is NP-complete. To prove NP-hardness we give a reduction from the NP-complete MAX-2-SAT problem [20] which is defined as follows.

**MAX-2-SAT:** given a Boolean formula $\varphi$ in conjunctive normal form, where each clause has exactly two literals, and an integer $k$, decide whether there exists an assignment that satisfies at least $k$ clauses of $\varphi$.

Before we give a detailed proof of NP-hardness, we want to describe the key idea of the reduction. Given as instance of MAX-2-SAT a formula $\varphi$ and number $k$, we construct a DBiA $A_\varphi$ such that for every clause that can be satisfied in $\varphi$, we can save one state of $A_\varphi$, obtaining an almost-equivalent DBiA. Every clause of $\varphi$ will be translated to a part of the automaton using a separate alphabet, so that the clause gadgets in $A_\varphi$ are mostly independent from each other. Assume that $\varphi_i = (\ell_{i1} \lor \ell_{i2})$ is a clause of $\varphi$, and the first literal is $\ell_{i1} = x_u$, and the second is $\ell_{i2} = \overline{x_v}$, for some variables $x_u$ and $x_v$. Then the DBiA $A_\varphi$ contains the structure which is depicted in Figure 3.

The states $q_1$ and $q'_1$ correspond to literal $\ell_{i1}$, and states $q_2$ and $q'_2$ to the literal $\ell_{i2}$. States $p_u$ and $p_v$ correspond to the variables $x_u$ and $x_v$, respectively, and are shared by all clause gadgets related to these variables. Now assume that there is a truth assignment $\xi$ to the variables that satisfies clause $\varphi_i$, say by $\xi(x_u) = 1$. Then we make the preamble state $p_u$ accepting, and merge the preamble state $q'_1$ to the almost-equivalent state $q_1$. To preserve the $\omega$-property of the automaton, we further re-route the backward $c$ transition of the initial state, making state $s_1$ the target of the transition. The case where the clause $\varphi_i$ is satisfied by the second literal corresponds to the similar situation,
Fig. 3. Simplified structure of $A_ϕ$ corresponding to the clause $ϕ_i = (x_u \lor x_v)$. The gray shading denotes almost-equivalence of states.

where state $p_u$ stays non-accepting, state $q'_2$ is merged to $q_2$, and the target of the backward c transition from $q_0$ is state $s_2$. The changing of acceptance of preamble states only introduces a finite number of errors. Further, the merging of preamble states to almost-equivalent kernel states also yields an almost-equivalent automaton. Therefore, if $k$ clauses of $ϕ$ can be satisfied, then $k$ states of $A_ϕ$ can be saved.

The other direction, i.e., the deduction of a truth assignment $ξ$ from a given automaton $B$ that is almost-equivalent to $A_ϕ$, is similar: let $ξ(x_u) = 1$ if and only if state $p_u$ of automaton $B$ is accepting. Now assume that state $B$ has $k$ states less than $A_ϕ$. The reduction will make sure that only the states $q'_1$ and $q'_2$ can be saved. If for example state $q'_1$ is not present in $B$, then the initial state of $B$ must enter state $q_1$ on reading symbol $b_1$ with a forward transition. Due to the $F$-property of $B$, the state $p_u$ reached from the initial state by taking a

\[3\] In general, this needs some more argumentation. Here the described changes in the automaton preserved the $⋄$-property, and the $F$-property. Therefore the languages accepted by the original and the modified bi-automata are the same as the languages accepted by the contained DFAs (using only forward transitions). Now almost-equivalence of these DFAs, and thus, of the bi-automata, follows from the fact that merging preamble states to almost-equivalent kernel states in a DFA preserves almost-equivalence.
where for 1 
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x
by all clause gadgets, the information that \( p_u \) is accepting—i.e., that variable \( x_u \)
should be assigned truth value 1—is transported to all other clause gadgets that use variable \( x_u \). Therefore, no state corresponding to the negative literal \( \overline{x_u} \) can be saved, i.e., no clause can be satisfied by a literal \( \overline{x_u} \). It may be the case that both states \( q_1' \) and \( q_2' \) are merged to their almost-equivalent kernel states \( q_1 \) and \( q_2 \), respectively. But then, due to the \( \alpha \)-property, the initial state must go to some state \( s' \) on reading a c symbol with a backward transition, and this state \( s' \) must go to state \( t_1 \) on a forward \( b_1 \) transition, and it must go to state \( t_2 \) on a forward \( b_2 \) transition. Such a state is not present in the automaton \( A_\varphi \), so this state \( s' \) is an additional state in the preamble of \( B \). Hence, even if both states \( q_1' \) and \( q_2' \) are merged into the kernel, the clause gadget in \( B \) cannot save more than one state compared to the clause gadget in \( A_\varphi \). Altogether, for every state that \( B \) has less than \( A \), there is a clause of \( \varphi \) that is satisfied by \( \xi \).

We now present our result on the \( \text{NP} \)-hardness of the hyper-minimization problem with a detailed proof.

**Theorem 14.** The problem of deciding for a given biautomaton \( A \), and an integer \( n \), whether there exists an \( n \)-state biautomaton \( B \), with \( A \sim B \), is \( \text{NP} \)-hard.

**Proof.** Let \( \varphi \) and \( k \) form an instance of the \( \text{MAX-2-SAT} \) problem where \( k \) is an integer, and \( \varphi = \varphi_1 \land \varphi_2 \land \cdots \land \varphi_m \) is a Boolean formula in conjunctive normal-form over the set of variables \( X = \{x_1, x_2, \ldots, x_n\} \), and where each clause \( \varphi_i \) contains exactly two literals \( \ell_{ij} \) and \( \ell_{ij} \). Instead of directly constructing the DBIA \( A_{\varphi} \) for the instance of the hyper-minimization problem, we describe the language \( L_{\varphi} \) accepted by this biautomaton. The integer \( k' \) for the instance of the hyper-minimization problem will be the number of states of \( A_{\varphi} \) minus \( k \), i.e., for each clause that has to be satisfied in \( \varphi \) a state of \( A_{\varphi} \) is to be saved. From the definition of \( L_{\varphi} \) one can see that \( A_{\varphi} \) can indeed be constructed from \( \varphi \) in polynomial time. After the definition of \( L_{\varphi} \) we will analyze the structure of \( A_{\varphi} \) and prove the correctness of the described reduction.

Let us define the language \( L_{\varphi} \). The alphabet \( \Sigma \) over which \( L_{\varphi} \) is defined is

\[
\Sigma = \{ \$ \} \cup \bigcup_{i=1}^{m} \Sigma^{(i)} \cup \bigcup_{j=1}^{n} \bigcup_{h=1}^{m+1} \{ \#, j, h \},
\]

where for \( 1 \leq i \leq m \) the alphabet \( \Sigma^{(i)} \) is

\[
\Sigma^{(i)} = \{ a_1^{(i)}, a_2^{(i)} \} \cup B_1^{(i)} \cup B_2^{(i)} \cup \{ c^{(i)}, d^{(i)}, e_1^{(i)}, e_2^{(i)}, f_1^{(i)}, f_2^{(i)}, f_3^{(i)}, f_4^{(i)}, f_5^{(i)} \},
\]

with

\[
B_1^{(i)} = \bigcup_{h=1}^{m+1} \{ b_{1,h}^{(i)} \}, \quad \text{and} \quad B_2^{(i)} = \bigcup_{h=1}^{m+1} \{ b_{2,h}^{(i)} \}.
\]

The reader may have noticed that there is still a possibility to “cheat;” one could use accepting and non-accepting copies of variable states in the preamble in order to satisfy a lot more clauses than possible. We take care of this problem in the detailed proof. (The problem can be solved by using many copies \( b_{1,j} \) and \( b_{2,j} \) of the \( b_1 \) and \( b_2 \) symbols, each connected to a different copy \( p_{u,j} \) of variable states. If the number of these copies is larger than the number of clauses, then the “cheat” turns out to be a bad trade-off.)
The language $L_{\varphi}$ consists of clause languages $L_{\varphi_i}$ and variable languages $L_{x_j}$:

$$L_{\varphi} = \bigcup_{i=1}^{m} L_{\varphi_i} \cup \bigcup_{j=1}^{n} L_{x_j}.$$  

The variable languages $L_{x_j}$, for $1 \leq j \leq n$, are defined as follows:

$$L_{x_j} = \bigcup_{h=1}^{m+1} (\{\#_{j,h}\} \cdot \{\$\}^* \cdot \{\#_{j,h}\} \cdot B_{x_j,h}),$$

where the set $B_{x_j,h}$ contains the symbol $b_{1,h}^{(i)}$ ($b_{2,h}^{(i)}$, respectively) if and only if the first (second, respectively) literal in clause $\varphi_i$ corresponds to the variable $x_j$.

More formally,

$$B_{x_j,h} = \{ b_{1,h}^{(i)} \mid \varphi_i = (\ell_{i_1} \lor \ell_{i_2}) \text{ and } \ell_{i_1} \in \{ x_j, \overline{x_j} \} \}$$  

$$\cup \{ b_{2,h}^{(i)} \mid \varphi_i = (\ell_{i_1} \lor \ell_{i_2}) \text{ and } \ell_{i_2} \in \{ x_j, \overline{x_j} \} \}.$$  

For $1 \leq i \leq m$, the clause language $L_{\varphi_i}$ is defined over the alphabet ($\{\$\} \cup \Sigma^{(i)}$) as follows—for a better readability we omit the upper index $(i)$ for symbols from $\Sigma^{(i)}$:

- If $\varphi_i = (x_{i_1} \lor x_{i_2})$ then

  $$L_{\varphi_i} = a_1 \cdot (e_1^+ + d^+ c) + B_1 \cdot (e_1^+ + d^+ c) + a_2 \cdot (e_2^+ + d^+ c) + B_2 \cdot (e_2^+ + d^+ c)$$  

  $$+ \$^+ \cdot \left( f_1 \cdot (e_1^+ + d^+ c) \cdot f_1 + f_2 \cdot (e_2^+ + d^+ c) \cdot f_2 
  + f_3 \cdot ((a_1 + B_2) \cdot d^+ + (a_2 + B_1) \cdot d^+) \cdot f_3 
  + f_4 \cdot ((a_1 + B_1 + B_2) \cdot d^+ + a_2 \cdot d^+) \cdot f_4 
  + f_5 \cdot (a_1 \cdot d^+ + (a_2 + B_1 + B_2) \cdot d^+) \cdot f_5 \right) \cdot \$^+.$$  

- If $\varphi_i = (x_{i_1} \lor \overline{x_{i_2}})$ then $L_{\varphi_i}$ is defined similar as in the first case, but we use $(e_2^+ + d^+ c)$ instead of $(e_2^+ + d^+ c)$: (parts which are the same as in the first case are shown grayed out)

  $$L_{\varphi_i} = a_1 \cdot (e_1^+ + d^+ c) + B_1 \cdot (e_1^+ + d^+ c) + a_2 \cdot (e_2^+ + d^+ c) + B_2 \cdot (e_2^+ + d^+ c)$$  

  $$+ \$^+ \cdot \left( f_1 \cdot (e_1^+ + d^+ c) \cdot f_1 + f_2 \cdot (e_2^+ + d^+ c) \cdot f_2 
  + f_3 \cdot ((a_1 + B_2) \cdot d^+ + (a_2 + B_1) \cdot d^+) \cdot f_3 
  + f_4 \cdot ((a_1 + B_1 + B_2) \cdot d^+ + a_2 \cdot d^+) \cdot f_4 
  + f_5 \cdot (a_1 \cdot d^+ + (a_2 + B_1 + B_2) \cdot d^+) \cdot f_5 \right) \cdot \$^+.$$  

- If $\varphi_i = (\overline{x_{i_1}} \lor x_{i_2})$ then $L_{\varphi_i}$ is defined as in the first case, but we use $(e_1^+ + d^+ c)$ instead of $(e_1^+ + d^+ c)$.

- If $\varphi_i = (\overline{x_{i_1}} \lor \overline{x_{i_2}})$ then $L_{\varphi_i}$ is defined as in the first case, but we use $(e_1^+ + d^+ c)$ instead of $(e_1^+ + d^+ c)$, and $(e_2^+ + d^+ c)$ instead of $(e_2^+ + d^+ c).$
This concludes the definition of the language $L_\varphi$.

Let $A_\varphi = (Q, \Sigma, \cdot, \circ, q_0, F)$ be the canonical biautomaton [19] for $L_\varphi$, with state set $Q = \{ u^{-1}L_\varphi v^{-1} \mid u, v \in \Sigma^* \}$, initial state $q_0 = L_\varphi$, set of final states $F = \{ q \in Q \mid \lambda \in q \}$, and where $q \cdot a = a^{-1}q$ and $q \circ a = qa^{-1}$ for all $q \in Q$ and $a \in \Sigma$. Further let $k' = |Q| - k$. That the instance $(A_\varphi, k')$ can be constructed in polynomial time from the given instance $(\varphi, k)$ of the MAX-2-SAT problem can be seen as follows. Every clause language induces a fixed number of states in $A_\varphi$, and except for the $\$$ symbol the clause languages are defined over disjoint alphabets. Hence the number of states corresponding to clause languages is linear in the number of clauses. Further, the number of states induced by the variable languages is $O(mn)$, so the automaton $A_\varphi$ can be constructed in polynomial time. Before we show the correctness of the reduction, let us analyze the structure of $A_\varphi$. The preamble of $A_\varphi$ consists of the states

$$\text{Pre}(A_\varphi) = \{ q_0 \} \cup \{ q_0 \cdot b_{x,h}^{(i)}, q_0 \circ b_{x,h}^{(i)} \mid 1 \leq i \leq m, 1 \leq h \leq m + 1, x \in \{1, 2\} \},$$

which can be seen as follows. Let $1 \leq i \leq m$, $1 \leq h \leq m + 1$, and assume $\varphi_i = (e_{i1} \lor e_{i2})$ with $e_{i1} \in \{x_u, \overline{x_u}\}$ and $e_{i2} \in \{x_v, \overline{x_v}\}$, then

$$q_0 \cdot b_{1,h}^{(i)} = e_{1}^{(i)} + d_{1,h}^{(i)} c_{1}^{(i)}, \quad q_0 \circ b_{1,h}^{(i)} = #u,h #u #v,h,$$

$$q_0 \cdot b_{2,h}^{(i)} = e_{2}^{(i)} + d_{2,h}^{(i)} c_{2}^{(i)}, \quad q_0 \circ b_{2,h}^{(i)} = #v,h #v #v,h.$$ 

One can see from the descriptions of the languages $L_{\varphi_i}$ and $L_{\overline{\varphi_j}}$, that these states are only reachable by reading a single symbol from $\bigcup_{i=1}^{m} (B_{1}^{(i)} \cup B_{2}^{(i)})$, so they are preamble states. By examining all other states that can be reached from the initial state by reading a symbol which is not in $\bigcup_{i=1}^{m} (B_{1}^{(i)} \cup B_{2}^{(i)})$, one can see that there are no further preamble states. For example consider the state $q_0 \cdot a_{p}^{(i)}$. This state can also be reached from $q_0$ by reading words from $\$$f_1$ with forward transitions and words from $f_1\$$ with backward transitions. Therefore, state $q_0 \cdot a$, and all states reachable from it are kernel states. The reader is invited to verify that all other states of $A_\varphi$ are kernel states, too.

Figure 4, which is similar to Figure 3 shown before the proof, exemplarily shows a part of the structure of $A_\varphi$ that corresponds to a clause language $L_{\varphi_i}$, for $\varphi_i = (x_u \lor \overline{x_v})$. The states are renamed as follows:
Note that the following almost-equivalences hold between those states:

\[
q_1^{(i)} := q_0 \cdot a_1^{(i)} = e_1^{(i)*} + d_1^{(i)+} c^{(i)} ,
q_2^{(i)} := q_0 \cdot b_1^{(i)} = e_1^{(i)*} + d_1^{(i)+} c^{(i)} , \text{ for } 1 \leq h \leq m + 1 ,
q_2^{(i)} := q_0 \cdot a_2^{(i)} = e_2^{(i)*} + d_2^{(i)+} c^{(i)} ,
q_2^{(i)} := q_0 \cdot b_2^{(i)} = e_2^{(i)*} + d_2^{(i)+} c^{(i)} , \text{ for } 1 \leq h \leq m + 1 ,
\]

\[
s^{(i)} := q_0 \circ c^{(i)} = (a_1^{(i)} + B_2^{(i)}) \cdot d_1^{(i)+} + (a_2^{(i)} + B_1^{(i)}) \cdot d_1^{(i)},
\]

\[
s_1^{(i)} := (q_0 \cdot s f_4^{(i)}) \circ f_4^{(i)} s = (a_1^{(i)} + B_1^{(i)} + B_2^{(i)}) \cdot d_1^{(i)+} + a_2^{(i)} \cdot d_1^{(i)},
\]

\[
s_2^{(i)} := (q_0 \cdot s f_5^{(i)}) \circ f_5^{(i)} s = a_1^{(i)} \cdot d_1^{(i)+} + (a_2^{(i)} + B_1^{(i)} + B_2^{(i)}) \cdot d_1^{(i)},
\]

\[
t_1^{(i)} := q_1^{(i)} \circ c^{(i)} = d_1^{(i)+},
\]

\[
t_2^{(i)} := q_2^{(i)} \circ c^{(i)} = d_1^{(i)}.\]

Note that the following almost-equivalences hold between those states:

\[
q_1^{(i)} \sim q_1^{(i)}, \quad q_2^{(i)} \sim q_2^{(i)}, \quad s^{(i)} \sim s_1^{(i)} \sim s_2^{(i)}, \quad t_1^{(i)} \sim t_2^{(i)},
\]

In fact, the mentioned states are not almost-equivalent to any other states, which can be seen as follows. The right languages of above described states for
the clause \( \varphi_i \) contain infinitely many words with \( d^{(i)} \) symbols. Therefore, these states cannot be almost-equivalent to states which correspond to derivatives of some clause language \( L_{\varphi_j} \), with \( j \neq i \), nor to states corresponding to derivatives of variable languages. Thus, the above states could only be almost-equivalent to states that correspond to some derivative of the clause language \( L_{\varphi_i} \). But this is also not the case, which can be verified by inspection of the regular expression for \( L_{\varphi_i} \). Finally, notice that also the states

\[
p_{u,h} := q_0 \circ b_{1,h}^{(i)} = \#_{u,h} s^* \#_{u,h}, \quad \text{and} \quad p_{v,h} := q_0 \circ b_{2,h}^{(i)} = \#_{v,h} s^* \#_{v,h},
\]

for \( 1 \leq h \leq m + 1 \), which correspond to the variables \( x_u \) and \( x_v \), are not almost-equivalent to any other state.

Now we are ready to show the correctness of the reduction. To do this, we prove the following two claims:

**Claim (1).** If there exists a biautomaton that is almost-equivalent to \( A_{\varphi} \) and that has \( k' = |Q| - k \) states, where \( Q \) is the state set of \( A_{\varphi} \), then there exists a truth assignment that satisfies at least \( k \) clauses of \( \varphi \).

**Claim (2).** If there is a truth assignment satisfying \( k \) clauses of \( \varphi \), then there exists a biautomaton that is almost-equivalent to \( A_{\varphi} \) and that has \( k' = |Q| - k \) states, where \( Q \) is the state set of \( A_{\varphi} \).

The first claim is proven as follows:

**Proof (of Claim (1)).** Let \( B = (Q', \Sigma, \cdot', \epsilon', q'_0, F') \) be a minimal biautomaton with at most \( k' \) states, satisfying \( B \sim A_{\varphi} \). Then we know from Theorem 11 that the kernels of the two automata are isomorphic. So in the following we may identify the kernel states of \( B \) with the derivatives of \( L_{\varphi} \) that constitute the kernel states of \( A_{\varphi} \). Since \( |Q'| \leq |Q| - k \), and the kernels of both automata are isomorphic, the preamble of \( B \) contains at most \( |\text{Pre}(A_{\varphi})| - k \) states. The only states in \( \text{Pre}(A_{\varphi}) \) that can be saved are \( q_1^{(i)} = q_0 \cdot b_{1,h}^{(i)} \) and \( q_2^{(i)} = q_0 \cdot b_{2,h}^{(i)} \), with \( 1 \leq i \leq m \) and \( 1 \leq h \leq m + 1 \), because the other preamble states \( q_0 \) and \( q_0 \circ b_{2,h}^{(i)} \), for \( x \in \{1,2\} \) and \( 1 \leq i \leq m \), are not almost-equivalent to any other states. A state \( q_1^{(i)} \) (or \( q_2^{(i)} \), respectively) of \( A_{\varphi} \) can be saved if and only if in \( B \) we have \( q'_0 \cdot b_{1,h}^{(i)} = q'_0 \cdot a_1^{(i)} \) (or \( q'_0 \cdot b_{2,h}^{(i)} = q'_0 \cdot a_2^{(i)} \), respectively), for all integers \( h \), with \( 1 \leq h \leq m + 1 \), i.e., if state \( q_1^{(i)} \) (or \( q_2^{(i)} \), respectively) is merged to the almost-equivalent kernel state \( q_1^{(i)} \) (or \( q_2^{(i)} \), respectively).

We first show that at most one state can be saved in each clause gadget. Consider the case where for some clause \( \varphi_i = (\ell_{i_1} \lor \ell_{i_2}) \), with \( 1 \leq i \leq m \), both \( q_1^{(i)} \) and \( q_2^{(i)} \) are merged to the kernel states \( q_1^{(i)} \) and \( q_2^{(i)} \), respectively. This means that in \( B \) we have for all \( h \), with \( 1 \leq h \leq m + 1 \):

\[
q'_0 \cdot b_{1,h}^{(i)} = \begin{cases} 
\ell_1^{(i)} + d^{(i)} c^{(i)} & \text{if } \ell_{i_1} \text{ is positive}, \\
\ell_1^{(i)} + d^{(i)} c^{(i)} & \text{if } \ell_{i_1} \text{ is negative}, 
\end{cases}
\]

\[
q'_0 \cdot b_{2,h}^{(i)} = \begin{cases} 
\ell_2^{(i)} + d^{(i)} c^{(i)} & \text{if } \ell_{i_2} \text{ is positive}, \\
\ell_2^{(i)} + d^{(i)} c^{(i)} & \text{if } \ell_{i_2} \text{ is negative}, 
\end{cases}
\]
It follows \((q_0', b_{1,h}'(i)) \circ e(i) = d(i)^+\) and \((q_0', b_{2,h}'(i)) \circ c(i) = d(i)^*\), for \(1 \leq h \leq m + 1\).

Since \(B\) has the \(\sigma\)-property, the state \(s'(i) := q_0' \circ c(i)\) must lead to state \(d(i)^+\) on symbols \(b_{1,h}'(i)\) and \(a_1(i)\), and it must lead to state \(d(i)^*\) on symbols \(b_{2,h}'(i)\) and \(a_2(i)\).

Such a state \(s'(i)\) is not present in automaton \(A_\varphi\) (though it is almost equivalent to the states \(s'(i), s_1'(i), \text{ and } s_2'(i)\)), so it must be an additional preamble state of \(B\).

Thus, for each clause \(\varphi_i\), the number of states in \(\text{Pre}(B)\), that can be reached by reading a symbol from \(\Sigma(i)\) is equal to, or by one smaller than the number of states in \(\text{Pre}(A_\varphi)\) reachable by such symbols. Since \(|\text{Pre}(B)| \leq |\text{Pre}(A_\varphi)| - k\), there must be \(k\) clauses \(\varphi_{a_1}, \varphi_{a_2}, \ldots, \varphi_{a_k}\), such that for each \(\alpha \in \{\alpha_1, \alpha_2, \ldots, \alpha_k\}\) we have that \(q_1'(\alpha)\) is merged to \(q_1'(\alpha)\), or \(q_2'(\alpha)\) is merged to \(q_2'(\alpha)\). We use this to construct the truth assignment \(\xi: X \rightarrow \{0, 1\}\) for \(\varphi\) as follows. For each index \(\alpha \in \{\alpha_1, \alpha_2, \ldots, \alpha_k\}\) consider the clause \(\varphi_\alpha = (\ell_{\alpha_1} \lor \ell_{\alpha_2})\).

- If \(q_1'(\alpha)\) is merged to \(q_1'(\alpha)\), and \(\ell_{\alpha_1} = x_u\), for some \(x_u \in X\), then set \(\xi(x_u) = 1\).
- If \(q_1'(\alpha)\) is merged to \(q_1'(\alpha)\), and \(\ell_{\alpha_1} = \overline{x_u}\), for some \(x_u \in X\), then set \(\xi(x_u) = 0\).
- If \(q_2'(\alpha)\) is merged to \(q_2'(\alpha)\), and \(\ell_{\alpha_2} = x_v\), for some \(x_v \in X\), then set \(\xi(x_v) = 1\).
- If \(q_2'(\alpha)\) is merged to \(q_2'(\alpha)\), and \(\ell_{\alpha_2} = \overline{x_v}\), for some \(x_v \in X\), then set \(\xi(x_v) = 0\).

For all remaining variables \(x_j \in X\) that have not yet been assignment a truth value, set \(\xi(x_j) = 0\).

Let us first see, that there is no variable that gets assigned both values 0 and 1. Assume that there is such a variable \(x_j\). Then there must be clauses \(\varphi_\alpha\) and \(\varphi_\alpha'\) with \(\alpha, \alpha' \in \{\alpha_1, \alpha_2, \ldots, \alpha_k\}\), such that the variable \(x_j\) appears positive in \(\varphi_\alpha\) and negative in \(\varphi_\alpha'\). Assume that \(x_j = \ell_{\alpha_1}\) is the first literal of \(\varphi_\alpha\), and \(\overline{x_j} = \ell_{\alpha_2}\) is the second literal of \(\alpha'\)—the other cases can be handled similarly.

Since \(x_j\) gets assigned truth value 1, the state \(q_1'(\alpha)\) must have been merged to \(q_1'(\alpha)\), which means that for all \(h\), with \(1 \leq h \leq m + 1\) we have

\[
q_0' \cdot b_{1,h}'(\alpha) = e_1(\alpha)^* + d(\alpha)^+ e(\alpha) \in F'.
\]

Since \(B\) has the \(F\)-property, also the preamble states \(q_0' \circ b_{1,h}'(\alpha)\), for \(1 \leq h \leq m + 1\), must be in \(F'\). Recall that the state \((q_0' \circ b_{1,h}'(\alpha))\) of automaton \(B\) is almost-equivalent to state \(q_0 \circ b_{1,h}'(\alpha) = p_{j,h}\) of \(A_\varphi\), for \(1 \leq h \leq m + 1\). Since \(x_j\) also gets assigned truth value 0, the state \(q_2'(\alpha')\) must have been merged to \(q_2'(\alpha')\), which means that for all \(h\), with \(1 \leq h \leq m + 1\), we have

\[
q_0' \cdot b_{2,h}'(\alpha') = e_2(\alpha')^+ + d(\alpha')^* e(\alpha') \notin F'.
\]

Since \(B\) has the \(F\)-property, also the preamble states \(q_0' \circ b_{2,h}'(\alpha')\), for \(1 \leq h \leq m + 1\) are not in \(F'\). Notice that the state \(q_0' \circ b_{2,h}'(\alpha')\) is almost-equivalent to the state \((q_0 \circ b_{2,h}'(\alpha)) = p_{j,h}\) of \(A\), for \(1 \leq h \leq m + 1\). It follows that for each state \(p_{j,h}\) from \(\text{Pre}(A_\varphi)\) with \(1 \leq h \leq m + 1\), there are two different states \(q_0' \circ b_{1,h}'(\alpha)\) and \(q_0' \circ b_{2,h}'(\alpha)\) in \(\text{Pre}(B)\). But with these \(m + 1\) additional states, the preamble
of $B$ is definitely larger than the preamble of $A_\varphi$, since for each of the $m$ clauses at most one state can be saved. This is a contradiction, so every variable gets assigned exactly one truth value.

From the definition of $\xi$ it clearly follows that $\xi$ satisfies each clause $\varphi_\alpha$, for $\alpha \in \{\alpha_1, \alpha_2, \ldots, \alpha_k\}$. We have shown that if there is a $k'$-state biautomaton $B$ with $A_\varphi \sim B$, then there is a truth assignment $\xi$ that satisfies $k$ clauses of $\varphi$.

It remains to prove the second claim.

**Proof (of Claim (2)).** Let $\xi : X \rightarrow \{0, 1\}$ be a truth assignment that satisfies the clauses $\varphi_{\alpha_1}, \varphi_{\alpha_2}, \ldots, \varphi_{\alpha_k}$. We construct the biautomaton $B$ from automaton $A_\varphi$ as follows. For all variables $x_j \in X$ with $\xi(x_j) = 1$, we make the states $p_{j,h}$ accepting, for $1 \leq h \leq m + 1$. Note that $p_{j,h}$ is only reachable from $q_0$ by reading a symbol from $B_{x_j,h}$. In order to keep the $F$-property, we also make the states $q_0 \cdot b$ accepting, for all $b \in B_{x_j,h}$. Since all these states are in the preamble, we still have an almost-equivalent biautomaton.

Now let $i \in \{\alpha_1, \alpha_2, \ldots, \alpha_k\}$ and consider the clause $\varphi_i = (\ell_1 \lor \ell_2)$. If $\varphi_i$ is satisfied by the first literal $\ell_1$, then we can merge state $q_1^{(i)}$ to state $q_1^{(i)} \prime$ by re-routing all forward transitions from $q_0$ on symbols $b_{1,h}^{(i)}$ to state $q_1^{(i)} \prime$, and re-routing the backward transition from $q_0$ on symbol $c^{(i)}$ to state $s_1$. Now the state $q_1^{(i)} \prime$ is not reachable anymore and can be removed. If the clause $\varphi_i$ is not satisfied by literal $\ell_1$, then it must be satisfied by the second literal $\ell_2$. In this case, we can re-route all forward transitions from $q_0$ on symbols $b_{2,h}^{(i)}$ to state $q_2^{(i)}$, and re-route the backward transition from $q_0$ on symbol $c^{(i)}$ to state $s_2$, so that state $q_2^{(i)}$ can be removed. Note that the resulting biautomaton still has the $\circ$-property and the $F$-property. Further, it is almost-equivalent to $A_\varphi$, since we only re-routed transitions starting from a preamble state, and the new target states for these transitions are almost-equivalent to the original target states. In this way we can remove $k$ states from $A_\varphi$, and obtain an almost-equivalent biautomaton $A'$ that has $k' = |Q| - k$ states. We have shown that if $k$ clauses of $\varphi$ can be satisfied, then $k$ states of $A_\varphi$ can be saved. This concludes the proof of Claim (2).

The theorem now follows from Claims (1) and (2).

The containment of the hyper-minimization problem in NP can be seen by an easy guess-and-check-algorithm, therefore, we obtain the following theorem.

**Theorem 15 (DBiA Hyper-Minimization Problem).** The problem of deciding for a given biautomaton $A$, and an integer $n$, whether there exists an $n$-state biautomaton $B$, with $A \sim B$, is NP-complete.

**Proof.** We know from Theorem 14 that the problem is NP-hard, hence it remains to prove containment in NP. Given as an instance of the problem a DBiA $A$ and an integer $n$, a non-deterministic Turing machine first guesses an $n$-state DBiA $B$ and writes it on its working tape. Checking whether $A$ and $B$ are almost-equivalent can be done by testing whether the contained DFAs $A_{\text{fwd}}$
and \(B_{\text{red}}\) are almost-equivalent. It is shown in [6] that this question for DFAs can be decided in \(NL\). Therefore, the hyper-minimization problem for biautomata can be decided by a non-deterministic Turing machine in polynomial time. □

In [6] another form of equivalence of languages and automata was considered, namely \(E\)-equivalence. Given an error language \(E \subseteq \Sigma^*\), two languages \(L\) and \(L'\) over \(\Sigma\) are \(E\)-equivalent, for short \(L \sim_E L'\), if \(L \triangle L' \subseteq E\), and two automata \(A\) and \(A'\) are \(E\)-equivalent, if \(L(A) \sim_E L(A')\). It is shown in [6] that the following \(E\)-minimization problem for DFAs is already \(NP\)-complete: given two DFAs \(A\) and \(A_E\), and an integer \(n\), decide whether there exists an \(n\)-state DFA \(B\), with \(A \sim_E B\), for \(E = L(A_E)\). That result cannot directly be used to obtain a similar result for biautomata, but one can show that the \(E\)-minimization problem for biautomata is \(NP\)-complete, too. Concerning the definition of the \(E\)-minimization problem for biautomata, one could consider the following two possibilities for specifying the error set \(E\): either by a deterministic finite automaton, or by a biautomaton. Both variants turn out to be \(NP\)-complete, as the following result shows.

**Theorem 16 (DBiA \(E\)-Minimization Problem).** The problem of deciding for a given biautomaton \(A\), a deterministic finite automaton \(A_E\), and an integer \(n\), whether there exists an \(n\)-state biautomaton \(B\), such that \(A \sim_E B\), for \(E = L(A_E)\), is \(NP\)-complete. This also holds, if \(A_E\) is a biautomaton instead of a finite automaton.

**Proof (Sketch).** We can use the fact that almost-equivalence is a special case of \(E\)-equivalence: if two languages \(L\) and \(L'\) are accepted by DFAs having \(n\) and \(n'\) states, respectively, and if \(L \sim L'\), then \(L \sim_E L'\), for \(E = \Sigma^{\leq \max(n,n')}\). With this, \(NP\)-hardness of the \(E\)-minimization problem for biautomata follows from Theorem 14. The \(NP\) upper bound can be seen by an easy guess-and-check algorithm. □

### 6 Conclusions

We compared structural and computational complexity results for deterministic finite automata to similar results for biautomata. These two different automaton models behave very similar in many aspects, but we found a notable difference in the complexity of the hyper-minimization problem for these machines: for DFAs this problem is known to be \(NL\)-complete [6], while we proved in this paper, that it is \(NP\)-complete for biautomata.
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